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Abstract— In this paper we propose an innovative robot remote
control method which provides the operator with a bird’s-eye
view image of the robot in an environment which is generated
by using position and orientation information of the robot, stored
image history data captured by a camera mounted on the robot,
and the model of the robot. This method helps the operator
to easily recognize the situation of the robot even in unknown
surroundings and enables the remote operation ability of a robot
to be improved. We also propose the different ways of presenting
the synthesized bird’s-eye view images to an operator.

I. INTRODUCTION

In the teleoperation of a mobile robot in a remote site, the

controllability of the robot will increase greatly if the operator

can easily recognize and understand the situation of the robot

in the remote site and its unknown surroundings.

Many studies on the control methods of the teleoperation

of mobile robots have been investigated and proposed up till

now. System structure in most of the previous studies uses

a system where there is a mounted camera on the robot

and the operation is usually performed from a remote site

using captured images by the mounted camera. If you have

ever experienced operating a mobile robot using such system

structure, you would agree that it is difficult to operate a robot

by only using a direct camera image and controllability of the

robot is very different from operating a robot close to you.

This is because it is hard to understand the situation of the

robot and its surroundings based on only the information of

captured images. Unless you are well trained in robot opera-

tion, possesses good sense of space perception and are good

at imagining the robot itself in the unknown environments.

Obtaining 3D environmental data of the unknown surround-

ings and constructing it into a 3D model of the surround-

ings [1], adding extra mechanisms on a robot from where

the mounted camera can capture bird’s-eye like images of the

robot [2], and using vision support of other robots [3] are

some of the ways to overcome the teleoperation difficulties.

Even though these methods have some disadvantages such

as long process time to construct a 3D model of the un-

known surroundings and cannot handle dynamically changing

environments, increase cost, size, weight, complexity [4] and

the number of robots. Another difficulty in the mobile robot

teleoperation is the communication efficiency. Sometimes it is

hard to send captured images as the data size is usually large

in bad communication conditions.

We have developed a innovative teleoperation method which

increases the controllability of a robot by using stored im-

ages captured by the camera mounted on the mobile robot

as spatial-temporal information. This method can deal with

the above mentioned difficulties and disadvantages in the

teleoperation of mobile robots. Plainly speaking, this is the

teleoperation method which uses a bird’s-eye view of a robot

in unknown surroundings, is synthesized from spatial-temporal

information of formerly captured images.

This teleoperation method is developed as a rescue robot

technology. Since it is still difficult to develop autonomous

robots to function well in real environments with current robot

technology, the system structure such as a human operator

remotely controlling a robot is one of the realistic solutions

which works well in real disaster sites during rescue robot

operation [2] [5] – [7]. Although this method is implemented

as part of rescue robot technologies, it can also be applied

to any moving device such as medical surgery support which

uses an optical fiber scope.

Although high mobility of a mobile robot is indispensable

for rescue robots in actual disaster sites, it is hard to make

full use of the mobility of the robot by ordinary teleoperation

methods since the situation of the robot and its surroundings

are vaguely known. The proposed method can overcome this

problem and can make full use of the locomotion ability of

the robot and it can also increases its mobility.

This teleoperation method also introduces several other

benefits such as: robustness in low bandwidth communication,

real time synthesis of bird’s-eye view images because of

image-based method and no model construction needed. In

addition, it will also reduce blind spots, prevent the operator

from getting camera motion sickness, and so on.

In this paper we will explain this novel teleoperation method

for a mobile robot using real image data records and different

ways of presenting the synthesized bird’s-eye view images to

an operator.
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Fig. 1. Overview of the bird’s-eye view synthesis.

II. SYNTHESIS OF THE BIRD’S-EYE VIEW IMAGES TO

IMPROVE REMOTE CONTROLLABILITY

In our work, synthesis of the bird’s-eye view images,

which improve remote controllability, are conducted using the

following technologies:

• Estimation of the position and orientation of the robot

• Image synthesis technique for bird’s-eye view images

using estimated position and orientation information of

the robot and spatial-temporal information which are

formerly captured real image data records

That is, we need to know the position and orientation of the

robot and its stored real image data records which include

formerly captured images associated with the position and

orientation of the mounted camera where the image was

captured. Overview of the bird’s-eye view synthesis is rep-

resented in Fig. 1. The upper left, center and right pictures of

Fig. 1 are images currently captured by the camera, current

position and orientation information of the robot and the

selected bird’s-eye like image of the robot from real image

data records respectively. The bird’s-eye view of the robot

in its unknown surroundings shown in the bottom picture of

Fig. 1 is synthesized using above information and a CG model

of the robot created in advance.

An operator remotely controls the robot using the composite

bird’s-eye view images which are synthesized according to

the process presented in Fig. 1 using real image data records

captured by the camera mounted on the robot and position and

orientation information of the robot measured by the sensors.

The operator can easily understand the situation of the robot

and its unknown surroundings in the teleoperation using these

composite images and the remote controllability will increase.

The algorithm for synthesizing the bird’s-eye view images

is as follows:

Fig. 2. System overview.

Algorithm

1) Obtain position and orientation information of the robot

during operation.

2) Store images associated with position and orientation

information of the mounted camera when they are cap-

tured to the buffer while the robot is moving.

3) Select an appropriate image from the stored real image

data records according to the current position and orien-

tation information of the robot and make the position and

orientation of the selected image as the viewing position

of the bird’s-eye view image.

4) Render the model of the robot according to the current

position and orientation information of the robot and the

selected viewing position.

5) Superimpose the model of the robot viewed from the

selected viewing position onto the selected image from

the stored real image data records (generation of the

bird’s-eye view image).

6) Repeat this procedure continuously.

Overview of this system is shown in Fig. 2. Images captured

by the mounted camera are stored in the buffer as bitmap

images along with the associated position and orientation

information of the camera when they are captured. When

the current position and orientation information of the robot

is obtained from the sensors, the most appropriate image to

view the robot in the present time is selected from the stored

real image data records according to this information of the

robot. Then the model of the robot which is viewed from

the selected image position is superimposed onto the selected

image. The selection of the most appropriate viewing position

is according to the position and orientation information of the

mounted camera which is stored with the captured images in

the buffer. As shown in Fig. 3, the selected image is used

as the background image of the bird’s-eye view image. This

background image is not real-time but it is a pseudo real-

time image. Because of this system configuration it can handle

dynamically changing environments in a pseudo real-time
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Fig. 3. Pseudo real-time view.

Fig. 4. Teleoperation using a fixed viewing position.

manner. Also this system does not require the construction of a

3D environmental model since this is an image-based method,

and it does not take much time to synthesize the bird’s-eye

view image.

III. TELEOPERATION OF A ROBOT USING REAL IMAGE

DATA RECORDS

In this section we will introduce the different ways of pre-

senting the synthesized bird’s-eye view images to an operator

using real image data records.

A. Teleoperation of a robot using a fixed bird’s-eye viewing

position

In this method the viewing position and the background

image for the teleoperation is fixed. An operator can see

the robot moving around in its surroundings from the fixed

viewing position (Fig. 4).

One of the examples of this teleoperation using fixed view-

ing position is shown in Fig. 5. The actual images captured

by the camera mounted on the robot are shown in Fig. 5

(a). The synthesized images using the real image data records

and the current position and orientation information of the

robot are shown in Fig. 5 (b). The images that are shown

in the same columns in Fig. 5 are the same time images.

Fig. 6. Real-time image teleoperation.

It can be seen that it is hard to understand and recognize

the situation of the robot in its surroundings as well as its

environment by only using direct images from the mounted

camera in Fig. 5 (a). It can be said that it is easier to understand

the situation of the robot in its surroundings by using the

synthesized images from the proposed method in Fig. 5 (b)

rather than the direct images from the mounted camera. The

viewing position of the composite images in this example is a

fixed point and the image process is conducted off-line. The

position and orientation information of the robot is measured

by the external sensor.

The proposed teleoperation method enables an operator to

easily understand and recognize the situation of the robot in

its surroundings which leads to the improvement of the remote

controllability. It can reduce the blind spots by representing a

model of the robot as a wire-frame as shown in Fig. 5 (b).

It can also prevent the operator from getting motion sickness

from the movement of the camera and from also losing sense

of direction, especially when the robot is rotating.

B. Teleoperation of a robot using a moving viewing position

For this moving viewing position teleoperation method we

will propose four different types of teleoperation methods as

follows:

1) Real-time image teleoperation

2) Constant time delay image teleoperation

3) Fixed distance image teleoperation

4) FOV evaluated image teleoperation

We implemented these methods which work in real-time.

1) Real-time image teleoperation: This method uses the

direct images that are captured by the camera mounted on

the robot and displays those images to an operator for the

teleoperation. (Fig. 6). This is the most basic teleoperation

method.

2) Constant time delay image teleoperation: This method

uses the images that are captured before in a set time limit

from the current time in the buffer and displays those images

to an operator for the teleoperation. These displayed images

will realize a viewing position behind the current position of

the robot (Fig. 7).

In this method a memory space which can store the constant

time amount images is prepared in the filter buffer. The oldest

image in the buffer is used as a background bird’s-eye view

image and associated position and orientation information of

the image is used as a viewing position. Every time the current

frame image is inserted into the buffer the oldest one is erased.

The current frame image up to the before set time frame image

is constantly stored in the filter buffer.
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(a)

(b)

Fig. 5. (a): actual camera images; (b): synthesized images from past camera image data and then the robot position information. Images at each column in
(a) and (b) are images at the same time stamps.

Fig. 7. Constant time delay image teleoperation.

3) Fixed distance image teleoperation: This method uses

the images that are captured at the position which is a fixed dis-

tance away from the current position of the robot and displays

those images to an operator for the teleoperation. (Fig. 8).

Although in the previous constant delay time teleoperation,

when the robot stops the background bird’s-eye view image

catches up to the current position image and the bird’-eye view

image of the robot is unable to be obtained, this never happens

in this method. A position at a fixed distance away from the

current position of the robot is calculated and an image which

is captured from the closest position from it is selected from

the buffer as the background bird’s-eye view image.

4) FOV evaluated image teleoperation: This method is

composed by adding the property that the model of the robot

can always be seen in the synthesized image to the fixed

distance image teleoperation. In this method the current robot

Fig. 8. Fixed distance image teleoperation.

will be seen in the selected stored image from the real image

data records is evaluated. That is, check if the robot is in the

field of view (FOV) of the selected viewing position or not. An

operator can see the robot at all times in the synthesized image

and can easily obtain the information about the surroundings

from the provided synthesized images.

The FOV of the mounted camera can be represented as

shown in Fig. 9. This is the top view of the FOV. The origin

is the position of the camera. The heading direction of the

robot is the same as the x-axis direction of the coordinate

system and the y-axis is orthonormal to it. Points in the

colored area in Fig. 9 can be seen from the mounted camera.

θw rad is half of the horizontal viewing angle. dmin mm is the
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Fig. 9. Top view of FOV.

minimum distance between the point which can be seen from

the mounted camera and the projection point of the camera

position. It can be obtained as follows:

dmin =
Hc

tan(θp + θh)
(1)

wmin mm is the horizontal range which can be seen from the

viewing position at the distance of dmin and can be obtained

as follows:

wmin = 2[
Hc

sin(θp + θh)
tan θw] (2)

= 2[
dcenter

cos(θp + θh)
tan θw] (3)

dcenter mm is the distance between the point on the ground

which can be seen at the center of the camera image area and

the projection point of the camera position. It can be obtained

as follows:

dcenter =
Hc

tan θp

(4)

wcenter mm is the horizontal range which can be seen from

the viewing position at the distance of dcenter and it can be

obtained as follows:

Wcenter = 2
Hc

sin θp

tan θw (5)

= 2
dcenter

cos θp

tan θw (6)

θh rad, θp rad, and Hc mm are half of the vertical viewing

angle, the camera pitch angle, and camera height from the

ground respectively (Fig. 10).

All the position and orientation information of the mounted

camera associated with the stored images in the filter buffer is

used in this method. It is evaluated whether or not the robot

is in the FOV as shown in Fig. 9 by using this position and

orientation information along with the viewing angle of the

camera. Insertion of the captured images into the filter buffer

Fig. 10. Side view of the camera configuration.

Fig. 11. FOV evaluated image teleoperation.

occurs when the robot moves specified distance or specified

rotation angles. The stored images in the filter buffer are not

captured consecutively. They are captured from the sparsely

spread position of the robot motion.

A bird’s-eye viewing position is selected from the stored

images. Evaluate whether or not the current position of the

robot is in the FOV or not, the colored area in Fig. 9, and

then select one which shows the model of the robot closest to

the center of the image area of the camera. A selected stored

image is not erased immediately but remain in the filter buffer

short period of time to before being selected again (Fig. 11).

One of the examples using this teleoperation method in real-

time is shown in Fig. 12. The viewing positions are selected

automatically according to how close the model of the robot

can be seen in the image area. In Fig. 12, the external views

of the experiment are overlapped onto the left-bottom area in

each image. The snapshots of the experiment are represented

from the left to the right and from the upper row to the bottom

one as time goes by. The background images are switched at

the third image in the bottom row.
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Fig. 12. Example of FOV evaluated image teleoperation. External views of the experiment are overlapped onto the left-bottom area in each image. The
snapshots of the experiment are represented from the left to the right and from the upper row to the bottom one as time goes by. The background images are
switched at the third image in the bottom row.

Fig. 13. Operator controlling a robot using FOV evaluated image teleoper-
ation.

The operator uses these synthesized images to operate the

robot in remote site (Fig. 13). It can be said that the situation

of the robot in the surroundings of the remote site can be

understood with ease and this helps the operator to control

the robot.

IV. CONCLUSION

In this paper we have presented a novel teleoperation

method for a mobile robot using real image data records and

the different ways of presenting the synthesized bird’s-eye

view images to an operator. One of the examples using the

proposed method which works in real-time is shown.

The proposed teleoperation method enables an operator to

easily understand and recognize the situation of the robot in

its surroundings which leads to the improvement of the remote

controllability. This teleoperation method will also introduce

several other benefits such as: robustness in low band width

communication, real time synthesis bird’s-eye view images

because of image-based method and no model construction. In

addition, it will also reduce blind spots, prevent the operator

from getting camera motion sickness, and so on. This method

not only can be applied to mobile robot teleoperation but also

can be applied to any other applications for a moving object

such as tele-surgery with an endocsope.
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